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Abstract  

This work aims to produce a system capable of segmenting handwritten Arabic 

documents to characters or fragments as well as recognizing them using neural 

networks. It is clear that the success in the process of recognizing Arabic documents 

will lead to better communication between man and computer, which makes the 

computer a more effective tool. In order to create a system that is able to recognize 

Arabic documents correctly, it must be accompanied by a strong method capable of 

segmenting the documents properly. 

Our system mainly consists of four stages: scanning, preprocessing, segmentation 

and recognition.  

• Scanning: is inputting the paper document in the computer by using a scanner.  

• Preprocessing aims to improve the image through the use of the smoothing that 

works to remove noise and fills the gaps, then uses the Binarization for 

transforming the scanned image into binary image.  

• The third stage proposes a new segmentation method. The suggested 

segmentation stage consists of three steps: labeling connected parts, extracting 

features form labeled connected parts, segmenting the labeled image into lines 

and then into fragments or characters.  

• The fourth stage is recognition. This stage consists of two levels: the first level 

consists of two neural networks: one for recognizing the character and the other 

for fragments. Each segmented part from the third stage is fed to the two neural 

networks, which are working in parallel (at the same time). The second level is 

decision level which is used to determine the class of the entered character 

depending on the highest recognition rate in both neural networks. 

In this work, I have been concerned with two things. First, I have developed an 

algorithm able to improve the accuracy of segmenting Arabic documents to characters 

or fragments. Second, I have established a neural network to recognize the fragment or 

characters which were segmented. I have tested this system on a number of handwritten 

documents of people. Then, these documents were subjected to preprocessing that has 

in turn improved the image, segmentation and finally recognition. 

The developed segmentation method recorded an overall segmentation rate 

74.5%, while the recognition rate was 74.77%.  
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Chapter One 

Introduction 

1.1 Background  

 In spite of the great development in computers, in terms of speed in completing 

the business and access of information, our primary ambition is to search for computers 

able to communicate with human beings in an actual way and also have the ability to 

distinguish patterns such as voices and handwritings effectively. 

Handwriting has received an attention by many researchers and is considered not 

only one of the most important challenges, but it is also one of the oldest in the field of 

computer. The reason of this great interest is to improve the communication between 

human and computer, which makes the computer friendlier to use [Cha02]. 

Understanding the handwritings by computer is due to the importance of optical 

character recognition (OCR) for business, office, mailing address, and reading in 

addition to check processing etc [Ker07, Cha04, Pet04]. 

A very serious difficulty facing the researchers in recognizing handwriting is the 

variety and uncertainty of human writing, not only because of the great variety in the 

shape, but also because of the overlapping and the cursive of the character. The cursive 

problem not only exists in English but also in Arabic language. In English, the problem 

is only in handwriting style, but in Arabic the problem is in handwriting and printed 

styles. For this reason, Arabic is named fully cursive language. Figure (1.1) shows the 

cursive problem in Arabic and English languages. For example, figures (1.1.a, 1.1.b, 

1.1.d) show the cursive among the characters, but in the figure (1.1.c) there are no 

cursive characters. 

 

(a)                        (b) 

 

(c)      (d) 

Figure (1.1) cursive problem in Arabic and English 

(a) English word "two" with cursive (b) Arabic word "المجره" 

(c) English word "two" without cursive (d) Arabic word المجره""  
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 There are two kinds of handwriting recognition: online recognition and offline 

recognition. In online recognition, the text is entered in the computer using special 

devices, such as light pen, tablet PC, or PDA, where a sensor traces the pen movements 

as well as pen-up/pen-down switching and the text is recognized in real time [Kla01, 

Bai04]. Offline recognition deals with the text in the form of an image that is 

incorporated into a computer using a scanner or camera and can be converted to a text 

that can be modified. By comparing the two methods, offline and online, it was found 

out that the online way is easier than offline one. This could be due to the fact that in 

online way we have the Preliminary information about the entered text like the movement 

of pen and (x, y) coordinate pairs. But in the offline way, we don't have any information 

about the entered text beforehand, because we are dealing with the form of image 

[Alm08, Pet04]. For this reason, the results obtained by using offline are still low when 

compared with the results of online. In this work, we have used the offline method for 

recognizing Arabic handwriting.  

1.2 Arabic Script  

 The offline method has been used in several languages such as Japanese, Latin, 

Chinese, as well as Arabic. As a result, good findings were obtained in recognizing 

these languages [Vas06, Tay02]. Although the Arabic characters are used in more than 

one language such as Persian and Urdu, the researches published in Arabic are few 

when compared with other languages (Chinese, English) and the recognition accuracy is 

still low. This is due to the nature of Arabic language. 

More than 350 million people in Africa and Asia use Arabic language in writing 

and speaking, but there are also some people using only Arabic characters in writing 

without pronouncing them such as Parisian and Urdu. In addition, Arabic language has 

many features and characteristics that distinguish it from other languages and this 

makes the process of recognition very difficult [Ali08]. In fact, the main Arabic 

language characteristics are: 

1. In contrast to English text, Arabic is written from right to left, rather than left to 

right. 

2. Arabic language consists of 28 letters distributed as follows: 15 characters 

having points, whereas 13 characters without points. Table (1.1) shows Arabic 

characters. 
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Table (1.1) Arabic alphabet 

Characters  

With points 

Character 

 Without points 

 أ ب

 س ت

 ػ د

 ؿ ط

 ك ؽ

 ً ف

 ٓ ه

 ع ُ

 ى ظ

 ٍ ؽ

 م ف

 ي م

 َ ن

  ي

    

3. There are diacritical marks in Arabic languages which are used in order to 

distinguish the meanings of words. Diacritical marks are either above or below 

the characters. Figure (1.2) shows two words with the same shape but with 

different diacritical marks. In figure (1.2.a) the word means "engagement asking 

for marriage", but in figure (1.2.b) the word means "giving a speech". 

 

        

     (a)                                   (b) 

Figure (1.2) different diacritics in same Arabic word  

(a) Arabic word "خِطبة" (b) Arabic word "خُطبة"  
 

4. There are characters that have the same shape, but they are different in the 

location of the point above the character or under the character as shown in table 

(1.2).  

5. Each character in Arabic language has more than one form (shape). The forms 

of a character change according to its position in the word. There are 22 
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characters, each character has four forms. There are 6 characters, each of which 

has two forms. Table (1.2) shows Arabic characters in all forms. 

Table (1.2): Arabic character in all forms  

Isolated Initial Medial End 

 ـا - - أ

 ـة ـثـ تـ ب

 ـت ـتـ تـ ت

 ـج ـخـ حـ ث

 ـذ ـزـ رـ د

 ـش ـضـ صـ س

 ـظ ـغـ عـ ط

 ـؼ - - ػ

 ـؾ - - ؽ

 ــ - - ؿ

 ـق - - ف

 ـل ـنـ مـ ك

 ـو ـيـ ىـ ه

 ـٌ ـَـ ٍـ ً

 ـِ ـْـ ّـ ُ

 ـٔ ـطـ ٓـ ٓ

 ـع ـظـ ظـ ظ

 ـغ ـؼـ ػـ ع

 ـؾ ـــ ؿـ ؽ

 ـق ـلـ كـ ف

 ـن ـوـ هـ م

 ـي ـٌـ ًـ ى

 ـم ـمـ مـ م

 ـه ـىـ وـ ن

 ـً ـٍـ ٌـ ي

 ـُ - - َ

 ـي ـيـ يـ ي
 

6. Arabic is written cursively in printed or handwritten styles. Figure (1.3) shows 

the cursive problem in handwriting and printed style. 

 

 

                                (a)           (b) 

Figure (1.3) cursive in Arabic in handwritten and typewritten 

(a) typewritten word  "عمان" (b) handwritten word "عمان" 
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7. A word in Arabic language may be one sub word or more. See the figure (1.4) 

which shows the sub words in one Arabic word. In the figure (1.4.a) the word 

consists of five sub words, each sub word is underlined. In figure (1.4.b) the word 

consists of two sub words, each sub word is underlined.  

 

           (  a )                                                     ( b) 

Figure (1.4) two Arabic words consist of sub words.  

(a) Word "أردن "  (b) word  ُمان""ع  

 

8. Ligature means merging two or three characters into one form. Figure (1.5) 

shows ligature in some Arabic words. For example, in figure (1.5.a) there is one 

ligature in word  "تضرـ"; the ligature is between two characters  "ب"and "س", 

whereas in figure (1.5.b) there is ligature between three characters "ٍ","م" and 

 In fact, this characteristic not only depends on the character itself but it also ."س"

depends on the selected Arabic font. Figure (1.6) shows lists of ligatures found in 

Arabic font.  

             (a)                                        (b) 

 

Figure (1.5) Ligatures in Arabic  

(a) Word "بحر"  (b) word "لمحه" 

 

 

                           

     

  

 

 

 

Figure (1.6) ligature found in Naskah fonts 
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    9. There are other features of Arabic language, which make the recognition process 

more difficult, such as the existence of different types of fonts. 

1.3 Problem Statement 

  Recognition in Arabic handwriting is very important, especially in the fields of 

office automation, processing bank checks and the mailing addresses. The recognition 

of text means to transform the human writings into machine readable text, but the most 

difficult problem in Arabic handwritten text recognition is the cursive of handwriting, 

which makes the segmentation process very challenging. Another major problem is the 

shape difference of the same character if it is written by different persons as in "مرـ" and 

"   ". This could be due to the variability of human writings in Arabic. Therefore, 

it is important to develop a system capable of segmenting Arabic word to characters 

accurately and improve the character recognition ability.  

1.4   Literature Review  

The interest in recognition of Arabic writing started lately compared with other 

languages, such as Japanese, English and Chinese. The first recognition of Arabic 

writings came into sight in 1975. However, this recognition process was concerned with 

Arabic printed text. Afterwards, the concern in Arabic has increased through publishing 

various researches which are not only concerned with printed texts but also interested in 

handwritten ones. Moreover, there are also researches dealing with the process of 

dividing Arabic writing (printed or handwritten) into characters or connected parts.  

In this work, we will cite some of the important researches concerning the 

recognition of Arabic language characters, indicating the used methods, the weaknesses, 

and the conclusions of these researches.    

In (2003), Mohammad Sarfraz, Syed Nazin Nawan and Abdulaziz Al-Khuraidly 

[Sar03] proposed a technique for recognizing Arabic printing text using neural network. 

They used four stages for recognizing text: the first stage is pre-processing which 

includes Binarization, smoothing and normalization. The second stage is segmentation 

of text into line, word and then into characters. The third stage is features extraction 

using moment invariant (moments of an image can be thought as the decomposition of 

image into a series of numbers that describe the distribution of the image function) as 
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features vector. The last stage is neural network which is used for recognition. The 

system showed recognition rate of about 73%. It is clear that this study did not deal with 

handwritten Arabic text.    

Labiba Souici and Mokhatar Sellami in (2004) [Sou04], developed an Arabic 

literal amount recognition system that uses a neuron-symbolic classifier. This system 

consists of four main stages: the first stage is concerned with structural features 

extracted from words contained in the amount vocabulary such as (desenders, ascender, 

loop, dots). The second stage is to build symbolic knowledge base that reflects a 

classification of words according to their features. The third stage is to use translation 

algorithm to convert symbolic representation into neural network to determine the 

neural network architecture and initialize its connection with specific value. The  fourth 

stage, is empirical learning used to recognize new handwritten amounts. This study 

achieved recognition rate 93%. This study was limited to the words literal Arabic 

amounts such as "حماوُن"، "مثؼُن".     

In (2006), Somay Alm'addeed [Alm 06] proposed a system for recognizing 

handwritten Arabic words using neural network. The first stage is pre-processing which 

contains normalization, which attempts to remove some of the variation in the images 

which do not affect the identity of the word. The second stage is feature extraction. This 

paper deals with global features (descenders, ascenders, number of loops, number of 

segments, lower dots, upper dots,) which are extracted from word. The neural network 

used global feature as input to recognize Arabic word. The final system produced had 

an overall recognition rate 63%. 

A novel holistic technique for classifying and retrieving Arabic handwritten text 

document proposed by Salma Brook, Zaher Al-Aghbari in (2008) [Bro08]. The system 

consists of three main steps: first is segmenting the Arabic text images to words; then, 

the words images are segmented to connected parts. Second, several features are 

extracted from these connected parts and then combined to represent a word with one 

consolidated feature vector. Finally, classification step using feed-forward Neural 

Network is used to classify the connected parts.  

In the same year, Z.shaaban [Sha08], suggested a new approach to tackle the 

problem of recognizing machine printed Arabic texts. The first step in the system is 

normalization of scanned image for reducing the size of image, and then segmented the 

normalized image into characters, finally, sent the segmented image to classifier. The 
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suggested scheme depends on multiple parallel neural networks classifier. It consists of 

two phases. First phase categorizes the input character into one of eight groups. Second 

phase classifies the character into one of the Arabic character classes in the group. The 

system has been tested on more than 100 Arabic text images. The system achieved high 

recognition rate 98%.  This study dealt with the printed Arabic text only.  

In (2009), Jawad H.ALkhateeb, Jianmin Jiang, Jinchang Ren and Stan S Ipson 

[ALk09] proposed a machine learning approach for classifying handwritten Arabic 

word. The proposed approach consists of three stages. Pre-processing stage, consists of 

word segmentation and normalization to remove as much as possible of the variations in 

handwritten images for consistent analysis and robust recognition. Feature extraction 

stage used three different feature extraction methods for each segmented word namely 

the Discrete Cosine Transform (DCT), Moment Invariants, and Absolute Mean Value of 

overlapping blocks. Finally, classification stage used the features that are extracted in 

second stage to train NN to recognize words. The system used IFN/ENIT database for 

testing purposes which consist of 32492 Arabic words. The recognition rate from using 

DCT features is 80.74% and from using Moment Invariants is 75.74.   

1.5 Thesis Objectives 

In this work I have been concerned with two aims: first, I have developed an 

algorithm able to segment Arabic documents to characters or connected parts. It is clear 

that the segmentation stage is significant and complicated in Arabic language. This can 

be attributed to font shapes, types, and cursive nature. Therefore, it is important to 

segment the Arabic words into characters in an accurate way since segmentation stage is 

very important and affects the recognition accuracy. The handwritten Arabic document 

will be segmented into lines, then connected-parts or characters.  

The second aim is to suggest a robust recognizer based on feed-forward neural 

networks. To improve the recognition ability, the suggestion is to construct two 

different recognizers, one for recognizing isolated Arabic characters, and the other for 

recognizing the fragments.  Finally, the suggested system is tested using 15 different 

handwritten documents. 
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1.6 Thesis Organization  

This research consists of five chapters organized as follows: 

- Chapter two (Theoretical Background): consists of three parts: part one 

presents introduction. Part two describes the OCR system components, 

scanning, pre-processing, segmentation, feature extraction and 

classification. Part three describes the artificial neural network, types of 

neural network; learning and feed-forward Neural network 

Backprogation (BP). 

- Chapter three (Design and Implementation) consists of two parts: part 

one presents introduction. Part two describes the proposed system, 

scanning, pre-processing, segmentation, classification and decision level. 

- Chapter four (Assessment Result) consists of three parts: introduction. 

Part two describes the result of segmentation algorithm and presents the 

data set. Part three presents the recognition accuracy, neural for 

characters and fragments. 

- Chapter five (Conclusion and future works): concentrates on conclusions 

with recommendations for future works.             
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Chapter Two 

Theoretical Background 

2.1 Introduction  

When considering the previous studies and published researches in the field of 

recognizing writing (handwritten or printed), it was found that five main phases are 

needed in order to achieve writing recognition. These phases are: scanning, 

preprocessing, segmentation, feature extraction, and classification. Figure (2.1) shows 

the general layout model of writing recognition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (2.1) step involved in the OCR system [Abd07] 

In this work, the concentration is on both segmentation and classification phases. 

Therefore, an algorithm is suggested for improving the Optical Character Recognition 

(OCR) document segmentation and Neural Networks have been used as recognizer. 

Segmentation 

Feature 

Extraction 

 

Classification 

 

Scanning 

Preprocessing phase 

 

 

 

 

 

 

 

 

 

 

 

 

 

Thinning 

Noise Removal 

Normalization 

Binarization 
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This chapter is concerned with exploring OCR system components in general, such 

as preprocessing, segmentation, feature extraction and classification in addition to 

illustration of neural network.   

2.2 OCR System Components  

Optical character recognition (OCR) is one of the most successful applications of 

automatic pattern recognition. In general, any OCR system consists of five phases 

(scanning, preprocessing, segmentation, feature extraction, and classification) as shown 

in figure (2.1).  

2.2.1 Scanning Phase 

Scanning is the first step on OCR system; this step is carried out by using a scanner 

device or digital camera which converts the paper into an image stored in computer. 

Resolution of scanned image affects the OCR accuracy. It has become obvious when 

scanning resolution increases, the OCR accuracy and file size are increased [Alm08]. In 

our work we have used scanner devices as input unit.  

2.2.2 Preprocessing Phase  

Preprocessing is a set of operations applied to scanned image to enhance the quality 

of image. This step is very important in handwritten text to reduce the variation in 

different writing styles and noise. This step is also very significant because the 

recognition accuracy depends on the quality of the input image. This step is carried out 

by using a set of operations such as [Gar09, Ari98]: Binarization (thresholding), noise 

removal, normalization and thinning.  

A) Binarization  

Binarization is a process that is used to convert a gray scale image format or RGB 

(Red, Green, and Blue) image into binary image. A binary image consists of two levels: 

0's or 1's. 1's is a black pixel that indicates the characters or any object. 0's is a white 

pixel that indicates the background pixels [Cha 02, Tri 95]. See figure (2.2) which 

illustrates the result of Binarization process. The main aim of using this process is to 

reduce storage requirements and to increase processing speed. In this work, I have dealt 

with different formats of scanned images. 
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  (a)    

 

(b) 

Figure (2.2) Binarization process of the word ل البيتا" " 

(a) Original image (b) the result of Binarization   

B) Normalization 

 Normalization is applied in order to reduce the variability in different 

handwriting styles. Skew detection and slant correction are also used to perform 

normalization. 

 After the Binarization step, skew detection is performed. The aim of this process 

is to align the image text into right direction. The skew occurs during document 

scanning or copying because the paper or pages may not be fed straight into scanner 

device. Figure (2.3) shows the skew problem. It is important to get rid of this problem 

since it will reduce the accuracy of segmentation and classification processes. To 

eliminate the problem, at first, detect the skew angle (skew detection) [Hul98]. Then, 

use skew correction which rotates the scanned page into correct angle. Skew detection 

and correction are done by using different methods such as [Bou06, Hul98]: Hough 

Transform, Projection Profile, Fourier transform, and Nearest Neighbor (NN).    

 

(a) 

 

(b) 

Figure (2.3) skew correction of word اللغة العربية" " 

(a) Original image (b) the result of skew correction 

 

Slant correction is used to eliminate the slope in the character or connected parts 

found in cursive writing as shown in figure (2.4). The main purpose of slant correction 

is to reduce the variations of different handwriting styles. For this reason, slope should 

be eliminated because it dramatically reduces the accuracy of segmentation and 

classification. Slant correction could be implemented using different methods such as 

[Kul05,]: Projection Profile, and Hough Transform.  
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(a)  

 

(b) 

Figure (2.4) slant correction of word "اللغة العربية" 

(a) Original image (b) the image after apply slant correction  

C) Thinning  

The main aim of thinning is to minimize an object until it becomes one pixel wide 

as shown in figure (2.5). Thinning process makes the recognition process easier since 

the width of outline is reduced to a single pixel. As a result, the memory and time 

consumption in recognition stage are reduced. 

 

(a) 

 

(b) 

                                                 Figure (2.5) thinning of word "محمذ"  

(a) Original image (b) the result of thinning process 

D) Noise Removal   

Noise Removal is used to remove unwanted objects (noise objects) from scanned 

image. Noise occurs in scanning process or in the writing instrument. It could be: 

disconnected lines segment, gaps and bumps in lines and rounding of corners. Many 

techniques are used to solve this problem, such as [Upp07]:  

 Filtering:  the main aim of this technique is to remove noise and reduce 

unwanted points. Filtering can be used for smoothing, sharpening, thresholding, 

removing slightly texture or colored background and contrast adjustment 

purpose [Kav06].      

 Morphology: A broad set of image processing operations that affects the image 

depending on shapes is so called morphology. Morphological operation applies a 

structure element to the image. The output resulted image will be of the same 

size. Each pixel's value in the output image is based on a comparison of the 

corresponding pixel in the input image with its neighbors. By choosing the size 

and shape of the neighborhood, you can construct a morphological operation 

that is sensitive to specific shapes in the input image. The basic morphological 

operations are “Opening” and “Closing”.  Morphological opening and closing 
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changes the definition of pixel set depending on the neighborhood pixels and 

structure element. The most basic operations in morphology are dilation and 

erosion [Lei01,Blo91].  

Dilation means adding pixels to the boundaries of objects in an image, while 

erosion means removing pixels on object boundaries. The number of pixels added or 

removed from the objects in an image depends on the size and shape of the structuring 

element (which is a matrix consisting of only 1's and 0's that can have any arbitrary 

shape and size) used to process the image. In the morphological dilation and erosion 

operations, the state of any given pixel in the output image is determined by applying a 

rule to the corresponding pixel and its neighbors in the input image. The rule used to 

process the pixels defines the operation as dilation or erosion. Figure (2.6) shows the 

dilation process on a binary image.  

The morphological dilation increases the size of objects, filling in holes and broken 

areas and connecting areas that are separated by space smaller than the size of structure 

element. In this work, morphological operations are used to fill the gaps between the 

objects in image using first technique Dilation.  

            Figure (2.6) the dilation process on a binary image 

2.2.3 Segmentation  

Segmentation generally refers to the process of subdividing image into its 

constituent regions or objects. The aim of segmenting an image is to make it more 

meaningful and easier to be analyzed. The segmentation process is used in many 

practical applications such as medical imaging, locate objects in satellite images, face 

recognition, fingerprint recognition, and text segmentation (the concern of this 

research).       

Text segmentation is defined as the process of dividing written text into meaningful 

units (words, sub-words, or characters) [See 02, Cha 02]. Segmentation process is a 
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significant stage in text recognition systems, especially in Arabic language (the Arabic 

language contains cursives and ligatures). The recognition stage is mainly based on the 

accuracy of segmentation stage. Inaccurate segmentation will cause unexpected 

behavior of the recognition stage. The segmentation process is divided   into two main 

approaches:  

1- Holistic approach: in this approach, the features are extracted from the scanned 

image without image segmentation. Take the word image from the input device,   

calculate number of features (Ascender, number of dots, Descender, loop, connected 

components, etc..) which contain useful information about the word image. Finally, 

the word image is compiled according to the features in the dictionary. Figure (2.7) 

shows some global features used in this approach. At the recognition phase, each 

word input (features) will be compared with word features in the dictionary. We 

noticed that there is no segmentation in this method but a number of features were 

taken from the image itself. Afterwards, only the features of the image were entered 

in the recognizer. On one hand, this method is regarded not only quick but also 

effective when used with printed fonts. On the other hand, this method is not 

successful when used with handwritten texts because the extraction of global 

features from texts resulted in big variety in writing. 

 

Figure (2.7) global features in the word " ثمانون"  

2- Analytical approach: in this approach, the image is segmented into words then 

to characters or connected parts. In this work, analytical approach of 

segmentation is used. 

In the analytical approach, many methods are applied to segmenting the text image 

into lines, then word, then into connected parts and characters. In general, this approach 

is very difficult and considered a critical stage because any error in segmentation will 

affect the accuracy of the classification phase.  There are many methods used in the 

analytical approach such as:     
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  A) Projection Profile  

Projection profile counts the number of pixels values in each column and row for 

text image. The projection profile method has two types: horizontal and vertical [Bro08, 

Sha08, Elg01, Hul98].  

 Horizontal projection profile counts the number of ink pixels (black pixels 

in binary images) along every row in the text image. Horizontal projection is used 

to segment the text into lines; white space between the lines is used to segment 

the image text into lines. Figure (2.8) shows the horizontal projection [Bro08]. 

 

 

                               (a) Original image           (b) Horizontal projection 

Figure (2.8) horizontal projection for determing baseline 

 Vertical projection counts the number of black pixels along every image. 

This method is used to segment the line into word, or segment the word into 

connected parts. The spacing between the words shows the gaps (zero pixels) 

between the words or intra word. Figure (2.9) shows the vertical projection 

[Elg01, Hul98]. 

F 

 

 

 

                                          Figure (2.9) vertical projection example 

B) Labeling Connected components  

 This method is used for identifying the isolated character. It is simple and 

effective method for segmenting binary image by examining the connectivity of pixels 

with their neighbors and then labeling the connected sets. The connected components 

may be 4 or 8 connected in 2D image. In this work, we depend on this approach for 

segmenting the text image [Vel 10, Ros66]. Next chapter shows this method in details.     

 

 

(a) Original image                            (b) Vertical projection 
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2.2.4 Feature Extraction 

 Feature extraction is the process of extracting useful information from an image 

to pass them to the classifier. The features are a measurement applied to image and 

combined together to generate vector called feature vector. The purpose of extracting 

features is to find out the significant characteristics of the image of the character which 

we use for describing the character. In fact, the process of extracting features comes 

before recognition stage. The feature extraction is divided into two categories as follows 

[Bro08, Alm06, Sou04, Moz05]:  

 Structural features are the most common features. These techniques 

examine the geometry and topology of character image e.g strokes, 

endpoints, intersections of line segments, loop, dots and their position 

(above/below) the baseline[Sou04][Alm06][Ami06].  

Structural features are significant for solving the variety problems in 

using multi fonts, but structure features are difficult to extract from the 

Arabic document image and many errors occur because of the small 

difference among Arabic characters.  

 Statistical features describe a character image by extracting number of 

characteristics measurements from the character image. These features 

include Zoning and Moments. Zoning feature is based on segmenting the 

text to zones in which pixels density is used in these zones as features. 

Moments describe numerical quantities at some distance from a reference 

point or axis, such as: Hu moments and Zernike moments [Baz99, Par97, 

Sar03].       

2.2.5 Classification  

The main aim of this process is to make decisions about the class membership of a 

pattern. The classifier attempts to identify the pattern (character image) that represents 

the input features. There are three approaches for recognizing a character: statistical, 

structure and artificial neural network (ANN).  

A) Statistical classifier 

In this type of classification, the character is carried out by choosing the 

character class which is most probable, or has maximum measure of expected 
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classification error. There are many of statistical methods applied on OCR system 

such as: Hidden Markov Modeling (HMM) which is the most efficient method in 

the statistical classification and widely used in handwritten and printed text.  

B) Structural classifier 

This method depends on the shape of character. The structural features of a 

character are the strokes, holes or other features such as concavities.         

C) Artificial neural network (ANN) 

Artificial Neural networks (ANN) deal with processing data in a way similar to 

human brain. Like mental human thinking, neural networks process information to 

obtain the best solution. In fact, these ANN use a set of learning algorithms to learn. 

Neural networks have been widely used in the field of pattern recognition (OCR, 

face recognition, voice recognition).    

2.3 Artificial Neural Network  

The term of the artificial neural network (ANN) came from the idea of the work of 

human brain. The main objective of the establishment of neural networks is to simulate 

the thinking of the human mind and to make the computer more interactive and smart 

tool. Together, these will make the computer more capable of solving different kinds of 

problems, such as recognition of patterns, prediction, ..etc.  

Artificial Neural Network (ANN) is information processing inspired in natural 

neurons. Like human brain, neural network obtains knowledge through learning. Neural 

network knowledge is stored within inter neurons connection. The basic unit of neural 

network is neuron which simulates the basic function of biological neuron. Figure 

(2.10) shows the biological neuron [Fau94].  

 

Figure (2.10) biological neuron 



www.manaraa.com

 17 

Artificial neuron consists of: 

 A set of links which describes neuron inputs, with weights 1 2, , nW W W .  

 An adder function for computing the weighted sum of the inputs (p is 

number of inputs) and an activation function for limiting the amplitude of the 

neuron output [Zur96]: 

F(xi) =  
1

p

ji i

i

W X


                                      (2.1) 

Log- Sigmoid function =     
1

1 ne 
        (2.2) 

 The neuron includes special fixed input known as bias. The bias is an external 

parameter of the neuron. Figure (2.11) show the neuron and bias.     

 

Figure (2.11) The artificial neuron [Math07] 

 

2.3.1 Types of Neural Network  

 Neural network is divided into dynamic and static networks. Static networks 

have no feed-forward elements and contain no delay. The output is calculated directly 

from the input through feedfoward connection. In dynamic networks, the output 

depends not only on current input to the network, but also on the current or previous 

inputs, outputs, or states of the network.  

 

Neural network can be divided in terms of architecture into three main classes, 

Single layer Perceptron (SLP), Multi-layer Perceptron (MLP), and Recurrent (feedback) 

[Fau94]. 
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A) Single layer Perceptron (SLP). 

Single layer network is the oldest structure of neural network, which consists of a 

single layer of output nodes. The inputs are fed directly to output by series of weight. 

The input layer is fully connected to the output layer but is not connected to other input 

units. Figure (2.12) shows the single layer network. 

 

Figure (2.12) A single layer model [Fau94]  

B) Multi-layer Perceptron (MLP) 

The MLP is the most popular type of NN architecture. In MLP there is one or more 

layers of neurons called hidden units between input units and output units. The input 

nodes pass the information to the units in the first hidden layer, then the outputs from 

the first hidden layer are passed to the next layer, and so on. This structure is called 

feed-forward because the connection lines between input, hidden, and output is 

unidirectional link (on way). Figure (2.13) shows the multilayer networks [Fau94]:  

 

 

Figure (2.13) A multi layer model [Fau94] 

 

C) Recurrent (feedback)  

  This type of network has connections that go backward from the output nodes to 

the input nodes. Recurrent NN has arbitrary connections between any nodes. The next 
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state of a network depends on the connections weights, currently input and the previous 

state of the network. Recurrent takes long time to compute stable output and it is 

difficult in learning. This network is used to solve problem that depends on previous 

inputs, such as predict the weather tomorrow. Figure (2.14) shows recurrent networks. 

 

 Figure (2.14) A recurrent network with one hidden layer [Fau94] 

2.3.2 Learning  

Neural network behaves like human brain because it learns from experiences by 

changing the connection weight. The learning process of neural networks is the basis to 

guide the network to perform various operations such as recognition. Learning or 

training the network is done by giving the network a set of examples that should be 

selected very carefully because it will contribute to accelerate the process of learning 

network. The set of training examples is called training set. The learning ability of a 

neural network is determined by the architecture and the algorithm method chosen for 

training. 

 Neural Network training methods are generally divided into two types: 

supervised and unsupervised. In supervised learning, the input and target output are 

provided to neural network. While in unsupervised learning, it is not possible to 

determine what the result of the learning process because of no target output. 

A) Supervised Learning  

In supervised training, training set of examples and desired output are provided. The 

computation model applies each entry in the training set and learns by examples. 

Supervised training that precedes the neural network is taken through several iterations 

until the actual output matches the desired output. Many problems are solved such as 

recognition and regression [Fau94]. 
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B) Unsupervised Learning  

In unsupervised training, no desired outputs are provided to the network. The net 

modifies the weights so that most similar input vectors are assigned to the same output 

unit. It is also referred to as self-organizing [Fau94].  

2.3.3 Feed-forward Back-propagation Neural Network 

Back-propagation is the most popular supervised training algorithm for neural 

network [Rum86]. The first actual use of back-propagation algorithm was in 1986 by 

Rumelhart, Hinton and Williams. The NN explained here consists of three layers: input 

layer, hidden layer, and output layer.  

The first part of feed-forward describes how this neural network processes the 

pattern and recalls it. In feed-forward NN, each layer has a connection to the next layer; 

this connection feeds to next layer only (i.e.  no connection back). 

The second part back-propagation describes how neural is trained. The neural 

network is presented with training data. The actual results of neural network are 

compared with the desired results. The difference between actual and desired results 

produces an error. The calculated error is used to adjust the weights of the various 

layers backwards from the output layer all the way back to the input layer. The basic 

back-propagation algorithm consists of three steps:  

- The training data is fed to input layer, then propagated to hidden layer and to the 

output layer. 

- The actual result is compared with the desired output by subtracting the actual 

output from desired output to produce the error signal. 

- The error signal for each desired output value is then back-propagated from the 

output to the inputs in order to appropriately adjust the weights in each layer of the 

network. The main goal of error signal is to update the weights. The weight is 

updated by using the following formula:  

                                      Wnew = Wold +∂ (desired – actual) × input                (2.3) 

  

∂ = the learning rate. 

W= the weight.  
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Algorithm: Back-Prop agation Algorithm for one hidden layer (using Delta Rule) 

[Fau94] 

 Training a network by backpropagation involves three stages: feedforward of 

input pattern, the backpropagation of the associated error, and weight adjustment. 
 

Step0:  Let V  be the weights between the input layer and the hidden layer 

Let W  be the weights between the hidden layer and the output layer 

 Let v0j be the bias on hidden layer j. 

 Let w0k be the bias on output  k. 

Initialize weight vectors (set them to small random values 

(between -0.5 to +0.5 ( or between -1 and 1 or other suitable interval) higher 

initial values tend to result in saturation region after activation, where as small 

initial values result in values close to zero)). 

Initialize  learning rate. 

  (Possible choices for weight initialization will be discussed later). 

Step1:   While stopping condition is false, do steps 2-11. 

Step2: E=0 

   Step3: For each training pair  do steps 4-10 

           Feedforward (steps 4-5) 

 Step4: For each hidden unit, (zj,  j=1,..,h), find 

z-inj= v0j+ x vi ij
i 1

n

=

                (2.4) 

zj=f(z-inj)                               (2.5)        

  where f(.) is an activation function 

 Step5: For each output unit, (yk,  k=1,..,m), find 

y-ink= w0k+ z wj jk
j 1

h

=

         (2.6) 

yk=f(y-ink)                            (2.7)        

where f(.) is an activation function 

 Backpropagation of error (steps 6-7) 

 Step6: For each output unit (yk,  k=1,..,m), receive a target pattern 

corresponding to the input training pattern, compute its error 

information term. 
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k= (dk - yk )f(y-ink)                     (2.8)        

where d is the desired output 

calculate its weight correction term (used to update wjk later) 

wjk = kzj                   (2.9)           

calculate its bias correction term (used to update w0k later) 

w0k = k  (2.10) 

and sends k to units in the layer below. 

Step7: For each output unit (zj,  j=1,..,h), sum its Delta inputs (from 

units in the layer above). 

_inj= k jk
k 1

n

w



               (2.11) 

multiply by the derivative of its activation function to calculate 

its error information term.    j =_inj f(z-inj)          (2.12) 

calculate its weight correction term (used to update vij later) 

vij =  jxi                                  (2.13) 

calculate its bias correction term (used to update w0k later) 

v0j = j                                      (2.14) 
 

Update weights and bias (steps 8-9) 

Step8: For each output unit (yk,  k=1,..,m) update its bias and weights (j=0,…,h) 

       w w w
jk
t

jk
t

jk
t+1  

                   (2.15) 

Step9: For each hidden unit (zj, j=1,..,h) update its bias and weights (i=0,…,n) 
 

        v v v
ij
t

ij
t

ij
t+1  

                          (2.16) 

Step10: E=E+
1

2
( - )2

=

d yk k
k 1

n

                                                    (2.17) 

Step11: test stopping condition (E<Emax) Goto step 2 
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Chapter Three 

Design and Implementation   

3.1 Introduction  

To attain the aims of the study, segmentation algorithm has been developed to 

partition handwritten text into characters, or fragments. Two neural networks have been 

suggested to recognize the segmented characters, and fragments respectively. 

This chapter discusses the phases and approaches that have been used for designing 

a complete system capable of segmenting and recognizing Arabic handwriting text. 

3.2 The Proposed System 

The proposed approach consists of four primary phases: Scanning, 

preprocessing, segmentation, recognition. Figure (3.1) shows the proposed system 

phases.  

In the first phase, an image has been taken and saved in computer by scanner. 

Then, preprocessing has been conducted so as to get rid of noise available in the image. 

In segmentation phase, a text has been divided into characters, or fragments. Finally, 

two levels of recognizer are suggested. Level one consists of two neural nets, and 

decision level will be made (represents level two). In decision level, a comparison of the 

output of characters of neural network with the output of fragments of neural network 

has been made. The decision is based on suggested rule assumption (will be illustrated 

in the recognition phase). In order to get acquainted with the system in detail, the 

system phases will be illustrated in details. 

 

 

 

 

 

 

 

 

Scanning 

Preprocessing phase 

 

 

 

Binarization 
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Figure (3.1) The suggested system 

3.2.1 Scanning    

At this stage, the document image is produced using the scanner device and saved 

in computer. The image of the scanned document is saved in the computer in the form 

of bmp, jpg, or png. In this work, the resolution of the scanned document is 300 dpi.        

3.2.2 Preprocessing Phase  

This phase is very important because it affects the accuracy of the next phases 

(segmentation and recognition phases). In fact, the main goal of preprocessing phase is 

enhancing the image quality by removing the noise from the image. Preprocessing 

phase includes many steps. In this work, we use two steps: Binarization (Thresholding), 

and smoothing. 
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                 (a)                       (b) 

 A) Binarization  

The first prepossessing step used in this work is Binarization. It is used to convert 

the gray scale image or color image into binary image based on threshold value. In 

thresholding, a threshold value T is selected (T value is 0.5 and it is midway between 

black and white). Set all pixels ≥ T to 1, which means it is black pixel. Set all pixels < T 

to 0 value which means it is white pixel. Thus, thresholding is transformation of an 

input image f to a binary image g depending on threshold T as follows:  

 

                                                                                                    (3.1) 

 

Here, g(x,y)=1, for the foreground pixels; and g(x,y)=0, for the background pixels. 

Figure (3.2) illustrates some results of the Binarization process. 

 

                                

 

Figure (3.2) Binarization of word "ال البيت" 

(a) Original image (b) the result of Binarization 

B) Smoothing  

The main goal of smoothing process is to reduce the noise (noise may be bumps in 

edge, or small gaps) from the scanned document images. Smoothing can fill the small 

gaps, or remove the small bumps in edges. In this work, the morphological operations 

have been used. The morphology consists of two main operations: dilation and erosion 

[Lei01]. Generally, dilation operation adds pixels to the bounders of object in an image, 

while the erosion operates reversibly. The number of pixel added or removed depends 

on the size of structure elements. We use the first operation dilation, which is 

represented in the following formula (3.2) [Hei98, Par97]: 

                                        ^( )zA B z B A                         (3.2)                               

A by B is set of structure elements where   is the empty set and B is structure 

elements. In other words, the dilation of A by B is the set consisting of all structure 

elements origin locations where the reflected and translated B overlaps at least one 

some of portion of A. Two types of dilation are applied: horizontal structure zones, and 

1  ( , )
( , )

0  ( , )

if f x y T
g x y

if f x y T
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                   (a)      (b) 

vertical structure zones. The result of applying the two types of dilation is shown in 

figure (3.3).  

 

                      

 

Figure (3.3) smoothing word " ال البيت"  

(a) The original image (b) the result of dilation operation  

3.2.3 Segmentation  

After the image is preprocessed, which yields smoothed image (noise free). The 

resulted image will pass through segmentation phase. In this section, we will segment 

the image into a set of meaningful regions. 

The process of segmentation of Arabic handwritten image into homogenous and 

meaningful regions is considered one of the main obstacles  due to the nature of Arabic 

language which differs from other languages in ligature, cursive, and other 

characteristics illustrated in chapter one. The segmentation phase is very important 

process. Any error committed in this process will directly lead to an error in the 

recognition phase.     

In this section, we will show a developed segmentation process to divide the text 

into lines, then into words and then into fragments or characters. The suggested 

segmentation approach is composed of three main procedures, as shown in figure (3.4). 

The first step is labeling the connected components (CCs), where the connected parts in 

text image will be determined and refer to each of CCs with a specific number. The 

second step is feature extraction, where a number of features will be extracted (Area, 

Centroid, bounding box) from each CCs. The final step is segmenting the text which 

involves segmenting labeling components to characters or fragments and then order the 

segmented parts. 
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Figure (3.4) segmentation phase 

A) Labeling connected Components (CCs) 

Labeling CCs is an effective method of segmenting binary image by examining the 

connectivity of pixel with their neighbors and labeling the CCs. There are two practical 

methods which can be used for labeling CCs: recursive algorithm and sequential 

algorithm. In the suggested system, the sequential algorithm is used. 

Sequential algorithm was designed by Rosefined and Platz in 1966 [Sha01]. 

Sequential algorithm is relatively simple to implement, and efficient in detecting the 

connected components. It is the most popular algorithm used with binary image. This 

algorithm is implemented in two steps.  

 The first step is used to test connectivity through looking for foreground pixels. 

If it finds 8 connected neighboring pixels, it assigns them as a label. The output 

of the first phase is stored in equivalence table which contains the pixels 

connectivity (pixels are connected to other pixels) and the label number 

[Mar00]. The following conditions are used to determine the value of the label 

to be  assigned  to the current pixel:  

1. p( x, y) >1 

2.  p( x-1, y) =1 

3. p( x-1, y+1) =1 

4. p( x-1, y-1) =1 

5. p( x, y+1) =1 

6. p ( x, y-1) =1  

7. p( x+1, y) =1 

8. p( x+1, y-1) =1  

9. p ( x+1, y+1)=1 

Feature Extraction  

Text Segmentation  

Labeling  

Connected-parts 

 

 
 

 

 
 
 

 
 
 

Segmentation phase 
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Where the p(x, y) is scanned pixel, p(x-1, y) is the west pixel, p(x-1, y-1) is the 

south west pixel, p(x-1, y+1) is the north west, see figure (3.5) which shows the 

8 connected neighbors.  
 

P(x-1,y+1) P(x,y+1) P(x+1,y+1) 

P(x-1,y) P(x, y) P(x+1,y) 

P(x-1,y-1) P(x,y-1) P(x+1,y-1) 

Figure (3.5) eight connected neighbors  

 The second step is used to analyze the equivalence table to determine the final 

label of each provisional label. The main goal of this phase is to minimize the 

size of table. Figure (3.6) shows the implementation of the algorithm. 

 

Figure (3.6) the result of applying labeling connected parts algorithm 

 

Figures (3.6 a, b) show the first phase of the sequential algorithm. Figure (3.6.a) 

shows the scanning of image which is done row by row to determine the pixels which 

are connectivity while figure (3.6.b) shows the initial equivalence table and also shows 

there are 4 regions. Figure (3.6.c) shows the second phase where the equivalence is 

rebuilt to minimize the size of table. The final output of this algorithm is array 

containing labels for connected objects in image and the total number of connected 

objects found in the image. 

B) Feature Extraction 

Feature extraction is the process of extracting useful information from image. In 

this section, a number of properties of the labeled image will be extracted. These 

properties will be used for segmenting labeled image into characters or connected- 

parts. In order to a void making errors or losing the segmented parts, the segmented text 

will be rearranged using suggested sorting algorithm based on Bubble sort algorithm. I 
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used the bubble sort algorithm because it has several advantages. First, the data is sorted 

in place so there is little memory overhead and, once sorted, the data is in memory, 

ready for processing. Second, it is simple to write and easy to understand. The algorithm 

is illustrated in figure (3.9). In this way, the text is divided sequentially. The extracted 

properties are Centroid, Area, and Bounding Box.          

 Area: is the number of pixels in a region. The area of each region within image 

is calculated by counting the number of pixels in the labeled region. This is done 

by the following equation (3.3) [Ach05]:  

[ , ]
i j

Area f i j              3.3 

Where f [i,j] represents the pixels of labeled region. As an example for 3×3 

pixels, the region area is 9 by applying the previous equation. 

 Centroid: Centroid or (center of mass) is the point that is used to specify its 

position. The Centroid can be found by equation (3.4, 3.5) [Ach05]: 
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                            3.5 

Where ix and iy  is the coordinate of points in the region, X and Y are the 

region's Centroid, A is the area of the region.  

 Bounding box: the bounding box is the smallest rectangle enclosing the object; 

the bounding box size is suitable to contain all object pixels. It is a very 

important feature because it can be used for the extraction of the object pixels 

for further reference purpose. The bounding box is defined by its coordinate's x-

low, x-high, y-low and y- high, which are computed for each region [Pra07].     

The properties (Centroid, area, bounding box) can be extracted by the following 

matlab function:  

M = regionpruops (L, 'Basic');  

The regionpruops function is used for extracting properties from the labeled image. 

The string Basic is used to compute only Area, Centroid and bounding box [Math07]. L 

is denoting the labeled region.  How does function work? For each labeled region in 

labeled matrix L, the basic properties are computed and stored it in the matrix M. The 

final output of this section is the matrix that contains each label with its properties. 
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C) Text Segmentation  

In this section I will use an algorithm capable of segmenting the text to lines and 

then to characters or fragments. In fact, this algorithm is based on the output of the 

sections A and B. After segmenting the text, Bubble sort algorithm will be used to 

arrange the segmented parts in order to get a well-segmented text going with the 

original one.        

. 

The developed segmentation algorithm is shown in figure (3.7). The algorithm 

takes as input, L (number of labeled image), n (total number of label in image), and 

array I (which contain the extracted features). The algorithm from line (1-9) is used to 

segment the image to fragments or characters. Line (4) checks if the area of labeled part 

is greater than T0 (Threshold value = 150, this value was chosen by trial), then increase 

K (number of segment) by 1. In line (6),   imcrop function is used for segmenting 

the labeled part. This function takes the feature Bounding box of image and then cuts 

segment image and stores it in Ic array. In line (7), calculate the Centroid for each 

segmented image and store it in cent.  Lines (8-12) are used to determine the line in 

segmented image. In line (8), we check the k value. In line (7), Centroid for each k is 

calculated, and then in this line (9) calculates the variance between two Centroid for k 

previous and current and store it in the potential variable.  In lines (9-12), check the 

potential value if it is > T1 (T1 = 200, this value was chosen by trial), this means that k 

and k-1 are in different lines. Otherwise, it is in the same line. 
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  Input: [L, n], L the labeled connected parts in image,  

         n total number of labled connected parts. 

         [I]: contain the features (Area, Centroid, boundinbox). 

1-     K=0; //the number of segment in image. 

2-    Line =1 ; //number of line in image. 

3-    for s = 1:n 

4-    if((I(s).Area > T0)) 

5-      k = k+1;   

6-      Ic = imcrop(I,I(s).boundingbox); //cut the image    

7-      cent=I(s).Centroid;//store Centroid for segment image. 

8-           if(k>1) 

9-            potential = var(centerx(k-1:k)); 

10-         if(potential > T1) 

11-             line = line + 1; 

12-             k = 0; 

13-        End 

             End 

                  End 

                     End 

Figure (3.7) segmentation algorithm 

Here is an example of the application of the developed segmentation algorithm 

on the handwritten word مضمررؼ as shown in figure (3.8). Figure (3.8.a) shows the 

handwritten word  مضمرؼ, whereas figure(3.8.b) shows the word  مضمرؼ  segmented to 

fragments and characters. As a result, we have got one fragment "مضررـ" and two 

characters "ـمـ ، ـؼ". 

 

                      

                         (a)                                                        (b) 

Figure (3.8) word محمذ" " : (a) original image word (b) segment word   

By using the pervious algorithm, the image has been segmented to parts. Then the 

segmented parts will be arranged in order to get a well segmented text going with the 

original one. For this reason, the Bubble sort algorithm has been used to achieve this 

task. This algorithm depends on comparing the Centroid for currents segmented parts 

with the Centroid for previous segmented parts to accomplish text sorting, provided that 
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1- for i = 1:r 
2-    for j = 1:c 
3-       for l = 1:c-1 

             
4-            Ish = Isegments{i,l+1,1}; 
5-           if(~isequal(Ish,[])) 
6-                cent = Isegments{i,l,2}; 
7-                cent2 = Isegments{i,l+1,2}; 
8-                if(cent(2) > cent2(2)) 
9-                   Itemp = Isegments(i,l,:); 
10-                    Isegments(i,l,:)=Isegments(i,l+1,:); 
11-                    Isegments(i,l+1,:) = Itemp; 
                end 
            end 
        end 
    end 
end 

 

 

the two parts should be available in the same line. Figure (3.9) shows the algorithm 

responsible for arranges segmented parts. 

 

 

 

                                         

 

 

 

 

 

 

 

Figure (3.9) Bubble sort algorithm 

     In figure (3.8), the array Isegments contains three variables (i, l, 1) which represent 

the (line, column, Centroid). In line (4), store the array Isegemnts in Ish. Line (5), check 

if the array is not empty. Line (6, 7), store the Centroid, for current column and 

Centroid previous in the same line. Line (8, 11), the Bubble sort is comparing between 

two Centroid and swapping between them. The output is text arranged by ascending. 

3.2.4 Recognition Phase  

The recognition phase consists of two levels. The first level contains two neural 

networks to recognize the fragments and characters respectively. The second level is a 

decision maker. 

Neural networks will be used for carrying out the task of recognition because of 

their efficiency and high ability to recognize the patterns. In this phase, the characters, 

and connected-parts, which have been segmented previously, will be recognized using 

two suggested neural networks. First, the neural network is trained for recognizing the 

Arabic characters only, whereas the second neural network is trained to recognize the 

fragments that are difficult to be segmented to characters due to the quality of ligature.  

Once an image has been segmented, it will be fed to both neural networks at the 

same time in order to be recognized. Then, a decision will be made (if it should be 

recognized as character or as fragment) according to a declared rule.   
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3.2.4.1 Neural Network Level 

Concerning the type of neural network used in the suggested system, two MLP are 

trained using Backpropagation algorithm, which has been illustrated in chapter two.  

The two suggested neural nets have different architectures (input, hidden, and output 

nodes), each is trained with its own parameters, and different training set.  

The main point is that the image resulted from the segmentation phase is 40×70 

pixels. The two nets have different numbers of input nodes (the character recognizer net 

has 36 input node, while the fragments recognizer net has 2800 node in the input layer). 

Since the resulted image is fed to both neural nets, the segmented image will be resized 

to 6×6 pixels before feeding it to the character recognizer neural net.  

A) Artificial Neural Network (ANN) for characters 

This neural net is designed to recognize Arabic handwritten characters. A 

multilayer neural network (MLP), which consists of three layers input, hidden and 

output layer is suggested. 

The suggested feed-forward neural network consists of three layers:  

 Input layer: constitutes of 36 neurons which receive pixels form binary image of 

size 6×6.  

 Hidden layer: is the technique used in this work for choosing the number of 

hidden layers and the number of neurons which depends on trial and error basis. 

In this work, different networks were examined to reach good performance.  It 

was found that the best number of hidden neurons is 12. 

 Output layer: consists of 1 neuron, which indicates the character number (range 

1-28 + unknown character represented by 29).  

The NN consists of number of parameters that are needed to train the network. 

These are:  

- TrainParam.epoches=600; maximum number of iteration for training 

procedures. The training stops if max number of iterations reached. 

- TrainParam.lr = 0.2; learn rate, value to update weight.   

- TrainParam.goal = 10e-10; the quality of network in terms of recognition 

defined as mean squared error between real output and desired output. 

In this work, back-propagation algorithm (discussed in chapter two) is used to train 

the network. The back-propagation algorithm uses the transfer function. In this work, 
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the used transfer function is Log-sigmoid (logsig) from input to first hidden layer, and 

Liner transfer function (purline) is used for output layer. Figure (3.10) shows the 

activation function. 

       

 

                         

Figure (3.10) Transfer function [Math07] 

(a) Pureline function (b) Log-sigmoid function 

Figure (3.11) shows the structure of the suggested neural network used for 

recognizing the characters.     

 

 

 

Figure (3.11) Structure of neural network for character recognition 

B) Artificial Neural Network (ANN) for fragments  

MLP neural network type is used for recognizing the fragments which are 

segmented previously. The segmented text (characters or fragments) will be input into 

MLP network for recognition. The image size input into the network is 40×70 pixels. 

The suggested neural network consists of four layers: input, two hidden layers and 

output layer. 
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 Input layer: consists of 2800 (40×70) neurons that represent the number of 

pixels in the input image (image segment of the fragments) that has been 

segmented in section (3.2.3). 

 Two hidden layers: consists of 50 neurons, and 25 neurons respectively. 

The number of neurons in both the hidden layers has taken arbitrarily by 

trail and error method. Taking into account the factors of both accuracy and 

computation time.  

 The output layer: consists of 4 neurons since we need to classify 4 

fragments ( ،لضرـ ،لرش ،مضـ كي ) each of which corresponds to one of the possible 

fragments that might be considered.  

 In addition, a number of parameters are used to train the suggested neural network 

(NN), these are:  

-TrainParam.epochs = 600; maximum number of iteration for training 

procedures (condition stop). 

-TrainParam.goal = 0.1; condition stop. 

-TarinParam.lr = 0.000001;  learning rate.   

The MLP network used here is trained in a supervised manner (the input and 

desired output are provided). In order to train the MLP network, we have used the 

backprogation algorithm which uses activation function. In this work, Log-sigmoid 

(logsig), and Tan-sigmoid (tansig) transfer functions have been used. In other words, 

activation function from input to first hidden layer is (logsig); from first hidden to 

second hidden is (tansig) and from second to output layer is (logsig). The difference 

between the Tan-sigmoid and Log-sigmoid is the output range. The Tan range is 

between (-1, +1) ,whereas the  Log  range is between (0, 1). Figure (3.12) shows the two 

activation functions (Log-sigmoid and Tan sigmoid function).  

         

         Figure (3.12) Activation function [Math07]. 

 (a) Log-sigmoid transfer function (b) Tan sigmoid transfer function 
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Figure (3.13) shows the structure of feed-forward neural network used as fragments 

recognizer. 

 

Figure (3.13) Structure of neural network for fragments 

3.2.4.2 Decision Making Level 

This level is concerned with decision making, in which the output of the two neural 

networks is considered.  The decision is made to be based on the following rules: 

 Step1: If the output of the character recognition neural net is unknown, then 

check the fragments recognizer.  

 The segment is recognized based on neuron with the maximum value. (i.e. 

it is recognized as the section corresponding the maximum neuron).  

 Step2: If the output of the character recognition neural net is a number n 

between (1-28),  also check the output of the fragments recognizer: 

- If the maximum value output neuron is < Tn2 (Tn2 = 0.2, form the 

fragments neural) then, the decision is the character corresponding to 

the character that n represents.  

                        Else, the segment is recognized as unknown.    
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Chapter Four 

Experimental Result     

4.1 Introduction 

In this chapter, we are going to present the experimental results of the used system. 

In other words, the results obtained by the algorithms used in segmentation will be 

pointed out. In addition, I will point out the results obtained by using the neural 

networks for recognizing both Arabic characters and connected-parts. To study the 

behavior of the suggested system, three types of data have been collected.  

 The first type of data has been used for two purposes: testing the segmentation 

algorithm, and obtaining results concerning strengths and weaknesses of 

segmentation process. 

 The second type of data has been only assigned to training and testing the neural 

network associated with characters, and to investigate the aspects of strength and 

weakness of recognition process.  

 The third type is used to train the neural network concerning recognizing 

fragments to investigate the strengths and weaknesses of the proposed system. 

Here the data has been divided into training data and testing data. 

This chapter is composed of two main parts: the result of segmenting algorithm, 

and recognition of Arabic characters and fragments. 

4.2 Segmentation  

In the previous chapter, the developed algorithm has been presented with the 

purpose of segmenting the handwritten Arabic document to lines and then to connected 

parts or characters. In fact, the previously mentioned algorithm consisted of three basic 

stages: Labeling connected parts, features extraction and segmentation. 

The process of segmentation has been dependent on the concept of labeling 

connected components because this method has several advantages which have made it 

different from other methods:  this method has the ability of dealing easily with the text 

containing (skew, slope) as it does not take into account the slope of the text or any 

other factors in the process of segmentation. In fact, this method is concerned with the 
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existence of pixels and in turn helps to get rid of the skew and slope problem resulted 

from the wrong scanning of an image. Another advantage is that this method is fast in 

the process of segmentation. Moreover, it depends on testing the neighbors. 

4.2.1 Data set  

The data was collected from 15 people. Each person wrote 15 Arabic documents in 

handwriting. Each handwritten document is different from other handwritten documents 

in size and in the way of handwriting. Moreover, the words of handwritten documents 

are different. Each document consists of 5 lines. Each line has about 10 or 12 words. 

We have got about 50-60 words in each document. But the total number of the 

handwritten words collected from the subjects is nearly 800 words. These words have 

been experimented by algorithm in order to be segmented. Figure (4.1) illustrates the 

sample of the collected data.  

 

Figure (4.1) sample of collected data 

4.2.2 Document Segmentation to Lines    

This section discusses the obtained results through applying the algorithm to the 

target samples. It also indicates the ability of this algorithm to segment the Arabic text 

handwritten to lines perfectly well.  The result obtained after applying it to all the 

collected documents is 100%. This means there was no problem in segmentation 

process of documents to lines. In turn, this ratio indicated the extent of efficiency of the 

applied algorithm in segmenting the text to lines. The result gained from this algorithm 

is better than the results of Zahour and et-al [Zah01], which have total accuracy 97% in 

segmenting the document to line; also it is better than Tripathy and Pal [Tri04] which 

have total result 60%. One of the problems that [Zha01, Tri04] faced, is the existence of 

skew in the text. In general, the algorithm developed in this work did not face problems 
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because it dealt with labeling connected parts rather than projection profile. In 

projection profile, any skew in the document lines will highly affect the accuracy of the 

segmentation process, while in the developed connected part approach, any skew in the 

document lines will not affect the segmentation process since it depends on pixel 

connectivity. 

4.2.3 Segmenting Line into Connected-Parts or Characters   

In the previous section, I illustrated the use of the developed algorithm in 

segmenting a text into lines, whereas this section presents the results obtained from 

segmenting the line to connected-parts or isolated characters. Table (4.1) shows the 

results of segmenting lines to isolated characters or connected-parts. Having a look at 

table (4.1) indicates that the total ratio obtained is 97.4%.  

Table (4.1) Result of segmenting line into connected parts  

or isolated characters 

Number of document Result % 

Doc1 9900 

Doc2 9988 

Doc3 9966 

Doc4 9988 

Doc5 9999 

Doc6 9999 

Doc7 9999 

Doc8 9999 

Doc9 9966 

Doc10 110000 

Doc11 9966 

Doc12 9977 

Doc13 9966 

Doc14 9999 

Doc15 9999 

Ratio  9977..44%%  
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In fact, document (10) has got the best results, while document (1) got the worst 

result. The weakness of document (1) lies in the existence of touch point between the 

isolated characters and connected parts. For example, figure (4.2) shows the touch point 

between isolated and connected parts. 

 

  

Figure (4.2) the word الله" " 

We also noticed that there was an existence of pixel connected between the 

character (أ) and the character (ٍ).  

 4.2.4 Segmenting Connected-Parts into Characters or 

Fragments 

After having presented the results of segmentation lines to characters or connected-

parts, we will discuss the results of segmenting connected parts into characters or 

fragments. In the process of segmentation, I took into consideration the existence of any 

disconnect in the connected parts even if it is one pixel. In this case, the connected parts 

will be segmented to characters. Table (4.2) shows the results of this stage. When 

looking at the table (4.2), it is clearly seen that the total ratio reached about 26.7%. This 

can be due to the nature of Arabic handwriting which is difficult to be divided into 

characters. Another reason is the existence of cursive.        

Table (4.2) Result of segmenting connected parts into characters or fragments 

Number of document Result % 

Doc1 4400 

Doc2 1188 

Doc3 2200 

Doc4 1155 

Doc5 2233 

Doc6 1155 

Doc7 2255 

Doc8 4411 

Doc9 3300 

Doc10 1100 

Doc11 2200 

Doc12 4422 

Doc13 3388 

Doc14 3399 
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  (a)    (b) 

Doc15 2255 

Ratio  26.7%.  

Figure (4.3) illustrates the best result obtained from segmenting the connected parts 

to characters. The figure also shows that the word (مضمؼ) is divided into characters, 

whereas figure (4.4) shows the failure in the process of segmenting connected parts to 

characters. This can be due to the absence of any disconnection event if it is one pixel in 

the connected word. 

 

  

 

 

Figure (4.3) segmenting connected parts into characters  

 

                  

(a)                                                  (b) 

Figure (4.4) failure of segmentation character.  

(a) connected part("طا"), (b) connected part("لطا") 

 

In this section we illustrated the result obtained through experimenting the 

collected data set when applying the developed algorithm. It is noticed that the process 

of segmenting the text to lines got the best result while the process of segmenting the 

connected parts to characters got the worst result. Based on this, the applied algorithm 

achieved a total ratio of 74.5% as shown in the previously mentioned tables.  

4.3 Recognition Accuracy 

In this section, I will discuss the results obtained from using neural networks for 

recognizing Arabic text handwritten either it is characters or parts. As mentioned in 
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chapter three, two different neural nets are used to recognize isolated character and 

fragments respectively. The next two sections will discuss the recognition behavior of 

the two nets.   

4.3.1 Character Recognition Neural Networks   

In the previous chapter, the structure of the suggested character recognition neural 

net was illustrated. In this part, the dataset used to train and test the suggested neural net 

will be discussed. It also presents the results obtained from the application of the neural 

networks.    

The data set was collected from 15 people who were asked to write characters. 

Each of them wrote 28 Arabic characters four times. As a result, each character has 60 

images and the total number of the images of characters to which the neural networks 

will be applied has become 1680 images. These images represent all Arabic characters 

used for training and testing the net. The data set is divided into:  

-  Training part: 90% of data set was assigned to training the neural network on 

different shapes of characters. The reason for this is that Arabic characters have 

different shapes in handwriting; each person wrote characters differently and 

even the same person wrote the characters differently. Therefore, the total 

number of images has become 1512 images for training network.  

-  Testing part: 10% of the data set was assigned to testing the ability of neural 

network to recognize the characters. As a result, the total number of images has 

become 168 images. Each image represents a character in different shapes.  

After having discussed the shapes of the data set used for training and testing 

neural network, I will present the ability of neural network to recognize each character 

of handwritten Arabic characters. Table (4.3) illustrates the recognition ratio of each 

character.  

It is noticed that the highest recognition ratio was for (أ). This can be attributed to 

the non-existence of a character similar to (أ) shape. This helps the neural networks to 

recognize it easily. As for the remaining of Arabic characters, the ratio ranged between 

68% - 80%. This is due to the existence of similarity among these characters in spite of 

the difference in the position of dot. An example of that is the characters (ن،ب،ٓ،ظ). 

Therefore, the neural network faced a difficulty in recognizing these characters. 
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It is also clear that the lowest ratio was the recognition of the character (ع). It 

reached 50%. This could be attributed to the overlapping of (ع) with characters (ؽ،أ). 

The evidence appeared in the process of testing where the character (ع) was recognized 

as (أ) because of the existence of ( ء ) above the character (أ).  

 

Table (4.3) Result of the Recognition of Arabic characters   

Characters Recognition ratio % 

 8888 أأ

 7744 بب

 6666 تت

 7700 ثث

 8822 جج

 6688 حح

 7788 خخ

 7700 دد

 7766 ذذ

 6644 رر

 6688 زز

 8844 سس

 7766 شش

 7788 صص

 7744 ضض

 7733 طط

 7700 ظظ

 5500 عع

 6666 غغ

 7777 فف

 7733 قق

 6622 كك

 8800 لل

 7777 مم

 7744 نن

 7788 هـهـ

 6688 وو

  6363  يي

RRaattiioo  72.8%.  

 

 After illustrating the recognition ratio of each Arabic character shown in table 

above, it can be said the total ratio of recognizing Arabic characters reaches 72.8%.  
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4.3.2 Fragment Recognition Neural Network  

In this part the data set used for training and testing the neural network will be 

presented. In addition, the results obtained from testing the data set will be discussed. 

The data was collected from 15 writers. Each writer wrote 4 Arabic fragments 15 

times. Each connected part has 225 images. Training the neural network was limited to 

four fragments (لضـ،كي،لذ،مضـ). Therefore, the total number of data set was 900 images. 

Every  set of 225 images represents a fragment of these four fragments. The researcher 

divided the data into two parts:  

- Training part: 90% of the data set was assigned for this part. As a result, the 

total number of the images of fragments to be trained by the neural network is 

(810) images. 

- Testing part: 10% of the data set was assigned for this part. As a result, the 

number of images to be tested is 90 images. 

The ratio of recognizing each fragment of these four fragments is illustrated in table 

(4.4). It is clearly seen that the highest ratio of recognition was for the fragment (كي) 

because of the non-existence of fragment similar to this fragment. On the other hand, 

the lowest ratio was between the two fragments (مضـ،لضـ). This is because of the 

existence of similarity between these two fragments. 

                 Table (4.4) Result of the Recognition of fragments 

Connected 

parts 

RReeccooggnniittiioonn  

rraattee%%  

 

 80 لذ

 72 مضـ

 70 لضـ

 85 كي

Ratio 76.75% 

 

After having declared the recognition ratio of each fragment, the total ratio of 

recognizing fragment is 76.75% 

The total ratio of both neural nets for recognizing both isolated characters and 

fragments reached about 74.77%. The resulted recognition ratio is good.  Generally, 

when comparing the ratio of recognition that the applied system has reached with those 
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of other systems it can be said that it achieved the best ratio in some cases. For instance, 

when compared with Muhammad Sarfraz and et-al [Sar 03] who had total recognition 

ratio 73%, it can be concluded that our system has got better results. Moreover, when 

compared our system with Somay Alm'addeed [Alm 06] who developed a system for 

recognizing handwritten words and got about ratio 63% it has become obvious that our 

results exceed the results of her study by about 11%. This is due to the weakness of her 

system which was based on the global features for recognizing Arabic handwritten 

words. In fact, this is very difficult since we can't rely on these global features for 

recognizing the handwritten words because handwriting varies from one person to 

another. On the contrary, if these features were applied to one type of printed fonts, the 

results would be better.         
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Chapter five 

Conclusion and future works  

5.1 Introduction  

In this work, we have worked to develop an algorithm capable of segmenting the 

Arabic documents into lines, words, then to connected-parts or characters. After 

document segmentation, neural network was developed to recognize the resulted 

connected-parts and characters. Two neural networks were developed to improve the 

recognition accuracy: network designed for characters recognition, and a network 

designed for recognizing connected-parts. To evaluate the performance of the developed 

system, 15 handwritten documents were used for both training and testing. This chapter 

illustrates the main points observed by me as well as the recommended future works.  

5.2 Conclusion 

 I faced several difficulties in both document segmentation phase and recognition 

phase. Some of these difficulties are:  

1. I have tried to solve noise problem available in the scanned image by using 

preprocessing which helped to reduce the noise by depending on Morphology 

method which filled the small gaps or removed the small bumps in edge by 

dilation and erosion. This, in turn, made both of the segmentation and 

recognizing processes easy  

2. It is very hard to separate the words into characters. As well known, segmenting 

the words into characters depends on the silent area (straight) separating the 

characters. In Arabic, especially in handwriting, sometimes 2 or 3 characters are 

written without any silent area between them. Therefore, the output of the word 

segmentation is either character or connected word.  This problem forces me to 

use two different recognizers, one for fragments, and one for characters. 

3. The document segmentation process is divided into 3 segmentation processes: 

line segmentation, word segmentation, characters or fragments segmentation. 

The developed system could: 

 Perfectly perform line segmentation because our segmentation process 

depended on the pixel existence rather than the pixel density.     
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 Word segmentation reached 97.4%. This good result can be attributed to 

the fact that I depend on the pixel connectivity for segmenting the word 

rather than the projection profile which depends on the pixel density.   

 Segmenting words to characters or fragments recorded the worst results. 

It reached 26.7%, because of the nature of Arabic language (which is 

called full cursive language) and the dependence on the existence of any 

cut in a word (even it is one pixel).  

4. The big difference in handwriting is that a writer does not leave enough space 

between words and isolated characters. I have dealt with this problem through 

depending on the features (bounding-box, area, Centroid) in the process of 

segmentation which contributed somewhat in solving this problem.  

5. A very serious problem lies in the fact that an Arabic character can be written 

differently by the same person. For instance, the character alef (أ) can be written 

like (أ،ا) by the same person. Furthermore, this problem is considered one of the 

biggest dilemmas faced by the neural network for recognizing characters. 

Therefore, I did my best to solve this problem to some extent by increasing the 

size of the study sample, and by training the neural network using different 

forms of the same character as well as using noise characters during the training 

phase. 

6. One of the dilemmas is the problem of ligature. This problem is the result of 

Arabic language features from other languages. Therefore, I used another 

particular neural network for recognizing the fragments because of the difficulty 

of dividing the ligature into characters.  The recognition rate for fragments is 

76.75% on average, while the recognition rate for characters is 72.8. This 

difference in accuracy is due to the big conflict between the 28 Arabic 

characters, especially the characters with dots above and below the letter which 

makes the recognition process very difficult. An example of this is ( (  (,ط,س ,د ) ,

, يـ , تـ وـ)  ( ك  , ه) أ,ػـ( ) etc).  

7.  What characterizes the segmentation method, used in this work, is that it is not 

affected by the presence of skew in the scanned image. This skew could be 

attributed to either wrong scanning of document or a way of handwriting. It is 

clear that the used method here does not rely on the so-called pixel density 

which is used in projection profile method, but it depends on the existence of 
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pixels regardless the errors resulted from input method. This, in turn, facilitated 

preprocessing the scanned document in order to correct the skew angle.           

 

5.3 Future works 

1. In this work, I have worked to recognize four fragments only, in future I will 

work to increase the number of these fragments to include all Arabic fragments, 

where I will take all the Arabic fragments that don’t contain dots such as 

 If the user enters a fragment that contains a dot he .(etc…لش،مضـ،تضـ،،لمضـ،تمرـ،تم)

determines if the dot is above or below then, he will enter the fragment to the 

system which recognizes it without dots. After the process of recognition, the 

system will ask if the dots are above or below to be recognized correctly. 

2. In this work, I have inserted the image pixels as input to the neural network. I 

will work in future to use a number of features (Hu moments Invariants, Zernike 

moments, and Legendre moments) rather than insert the image pixel in order to 

recognize them, which probably will help to increase the rate of recognition of 

neural network of characters and fragments. 

3. In this work, I have relied on label connected components algorithm to segment 

the document to characters and fragments but the percentage was low. In future, 

I will integrate label connected components algorithm with projection profile in 

order to segment the document into characters and fragments to improve the 

percentage of segmentation.       
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 ملخص البحث

تيدف ىذه الدراسة بصورة رئيسة لإنتاج  نااجق داجدر  تاس ت سايق النصاوب الاربياة البختوباة بإاى الياد إلاس 

ح ياا  . وبااا الوا اان  إا الن ااجةأحاارف أو إلااس أ اازاب بترابىااة بجلإ ااجية إلااس تبييزىااج بجسااتإداق ال اابخج  الاصاابوني

 بتية تبييز النصوب الاربية سيؤدي  إلس تحسيا التواصل بج بايا الإنساجا والحجساوج و اال الحجساوج أداة أخ ار 

، لا بد با إي جد ىري ة دوية داجدرة  تاس ت سايق ييز النصوب الاربية ب خل دديقتفج تية. ولإي جد ناجق دجدر  تس تب

 النب ب خل صحين.  

الت ساايق،  التربيااز ،إدإااجل الصااورة، الباجل ااة ا)وليااة ،التنااايق،  براحاال رباا  ويتخااوا ناجبنااج ب ااخل رئيساا  بااا أ

 والتبييز.

 . إدإجل الصورة   يتق إدإجل النب البختوج بإى اليد إلس الحجسوج بجستإداق البجسن ال وئ 

  ج و تحسيا الصورة با إلال استإداق التنايق الذي  يابل  تس إزالة ال وائ إلسالباجل ة ا)ولية   تيدف

 بتسب الفراغج   وبا  ق استإداق التربيز الذي يابل  تس تحويل الصورة الببسوحة  إلس صوره  نجئيو. 

 ة الت ساايق بااا  االاي إىااوا     البرحتااة ال جل ااة الت ساايق حيااي تااق تىااوير ىري ااة  دياادة لتت ساايق، تتخااوا برحتاا

تحديااد ا) اازاب البترابىااة، اسااتإرا   اادد بااا الإصااجئب بااا ا) اازاب التاا  تااق تحااددييج، و ت ساايق ا) اازاب 

 البحددة إلس أحرف أو أ زاب.

  البرحتااااة الراباااااة التبييااااز، وتتااااملف ىااااذه البرحتااااة بااااا بسااااتوييا   يتخااااوا البسااااتو  ا)ول بااااا    اااابختيا

بييااااز ا)حاااارف وأإاااار  لتبييااااز ا) اااازاب . أي  اااازب يااااتق ت ساااايبو يااااتق إدإجلااااو إلااااس ونيتيا   واحااااده  لتب صااا

ال بختيا التتجا تابلاا ب خل بتازابا باا ا ال تبييازه. البساتو  ال اجن  وىاو اتإاجذ ال ارار حياي يابال ىاذا 

 .ال بختيانسبة تبييز بيا  أ تسوبا  ق اإذ  ال زب  تس تحديد  بإر ج  ال بختيا الاصبونيتيا

ت ساايق  تااس تىااوير إوارزبيااة دااجدرة  تااس   ا)ول أنااو  بتاا ، تااس بو ااو يا  الدراسااة ل ااد رخااز ياا  ىااذه 

نيتيا ا)ولاس لتبيياز و بببناجب  ابختيا  صا  الاربية إلس أحرف أو أ زاب. وا)بر ال اجن  أناو دجبا النصوب

ىااذا  إتبااجربج  دباال ااد  ا)حاارف وأإاار  لتبييااز ا) اازاب  التاا  يااتق ت ساايبيبج بااا دباال إوارزبيااة الت ساايق.

. أيااادييقالاااذيا ىتاااج بااانيق ختجباااة  ااادد باااا النصاااوب الاربياااة بإاااى  ا) اااإجبالنااااجق  تاااس  ااادد باااا 

وإ اااا  ىاااذه النصاااوب  لتباجل اااة ا)ولياااة التااا   بتااا   تاااس تحسااايا الصاااورة وباااا  اااق الت سااايق وأإيااارا 
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 نسابة  ت% . يا  حايا وصا7..5،    ت سايق بت ا نسابة تياج د س ت  ىري ة الت سيق الت  ىور التبييز. ول

 % .         55..5إلس ،التبييز 

 

 

 

 

 

 

 


